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Abstract

A class of inverse problems is formulated for the estimation of material dielectric parameters using reflections of pulsed microwave interrogating signals from moving acoustic interfaces in the dielectric. A model for acoustic pressure-dependence of material constitutive parameters in Maxwell’s equations is presented and analyzed. Theoretical and computational findings for approximation and estimation are given.
1 Introduction and problem formulation

An increasing number of papers in electromagnetic material interrogation are oriented toward nondestructive or even noninvasive detection of material properties. Among these are dielectric properties, such as permittivity and conductivity, and/or geometry, including size, shape, and location of occlusions. For example, in subsurface damage detection via eddy current techniques (see [7], [5], and [6]) the goal is to identify regions of low or zero conductivity which represent voids or barriers to electrical conductivity as appear in delaminations, corrosions, and noncontacting cracks. The subsurface or internal structural interrogation we focus on here depends less on the conductivity of the material than on the material electric polarization. Such techniques are therefore applicable in non-invasive examination of tissue, which is a low conductive dielectric, to detect such anomalies as abnormalities in cell structure and chemical composition as well as in underground detection of mines and bunkers containing rebar concrete with highly conductive components.

There are several ways in which these polarization based interrogation techniques may be attempted. One may discern material properties by observing electromagnetic microwave impulses after they have been transmitted through the target (see the discussions and references in Chapter 1 of [4] and [1]). Difficulties for this approach include large and/or highly dissipative and dispersive material targets as well as the infeasibility of placing sensors on the back side of the target.

A second approach entails the interrogation via reflections from a target with a highly conductive back boundary. Examples include use of a metal tipped catheter (this, however, scarcely qualifies as noninvasive!) in tissue regions that are accessible, an artery for instance, or targets with metal backed surfaces, such as aircraft, or metal containing structures including rebar concrete and communication equipment. However widespread use of such techniques is not feasible in many targets, especially in biomedical diagnostics involving in vivo interrogation.

A third possibility, treated in this paper, entails use of a traveling acoustic wave as a reflecting virtual interface for propagating microwave impulses. It is rather well-accepted (e.g., see [22]) that acoustic pressure waves will interact with electromagnetic signals in ways that often mimic interfacial partial reflection/partial transmission for the electromagnetic waves. In [4] the authors investigated aspects of elementary electromagnetic/ acoustic wave interaction. The modeling presented in [4] was rather naive and not based on any specific physical mechanisms. Moreover, a fixed (standing) acoustic wave was employed as the reflecting interface. In this paper, we continue the investigations begun in [4] where a remote antenna generates a pulsed microwave interrogating signal that reflects from natural material interfaces. Here we attempt to develop both theory and computation to demonstrate that one can use reflections from both boundary interfaces and traveling acoustic-generated interfaces to estimate polarization properties in dielectric material targets. In order to accomplish this,
one must have a viable model for acoustic pressure-dependent material polarization. In Section 2, we present such a polarization model founded on accepted mechanisms. Our model is based on the Debye model for orientational polarization. We modify this model to incorporate pressure-dependence and allow for the electromagnetic/acoustic interaction that results in the reflections. Other approaches to modeling electromagnetic/acoustic interaction are outlined in [10]. In Section 3, we develop a theoretical framework for the inverse problem which underlies the interrogation technique. Finally in Section 4, we provide sample inverse problem calculations to support the feasibility of the technique.

Under certain assumptions (see also [4]), including material homogeneity in directions perpendicular to the direction of electromagnetic wave propagation and the use of a polarized planar electromagnetic wave, we may model the interrogation technique using a one dimensional form of Maxwell’s equations with temporally and spatially varying coefficients. Provided that these assumptions hold, Maxwell’s equations can be written

\[
\frac{\partial}{\partial z} E = -\mu_0 \frac{\partial}{\partial t} H \tag{1}
\]

\[
\frac{\partial}{\partial z} H = \frac{\partial}{\partial t} D + \sigma E + J_s \tag{2}
\]

where \( E \) and \( H \) are the electric and magnetic fields, \( D \) is the electric flux density, and \( J_s \) is the source current density. The macroscopic polarization \( P \) is introduced via the electric flux density through the relation

\[
D = \epsilon_0 \varepsilon_r E + P \tag{3}
\]

where \( \varepsilon_r \) represents the effects of instantaneous polarization in the dielectric. We discuss the form of \( P \) in great detail in Section 2. By taking the appropriate derivatives of (1) and (2) and employing equation (3), we obtain

\[
\mu_0 \varepsilon_r \ddot{E} + \mu_0 \ddot{P} + \mu_0 \sigma \dot{E} = -\mu_0 \dot{J}_s. \tag{4}
\]

Here and throughout we use \( \dot{E} \) to denote \( \frac{\partial}{\partial t} E \) and \( E' \) to denote \( \frac{\partial}{\partial z} E \).

We consider (4) in the domain \( 0 \leq z \leq 1 \) with air in the interval \( [0, z_1] \) and a dielectric material in the region \( (z_1, 1) \) \( (0 < z_1 < 1) \). We enforce an absorbing boundary condition on the left \( (z = 0) \) and a perfectly conductive boundary condition on the right \( (z = 1) \). We leave the initial conditions for the electric field in general form, but we assume that the polarization and its first time derivative are initially zero (this may be done without loss of generality). The geometry of the problem is shown in Figure 1.
2 Polarization model

In this section, we present and motivate our model for pressure-dependent polarization. We begin by discussing polarization in general and then explain how it pertains to our problem.

2.1 Mechanisms of polarization

Electric polarization is by definition the electric dipole moment per unit volume. The formation of these electric dipoles can be caused by several mechanisms [2], [3] which we briefly summarize here.

Electronic polarization/ Optical polarization/ Induced polarization An applied field displaces the electron cloud center of an atom with respect to its nucleus. This induces a dipole moment. Electronic polarization is found in both materials that possess molecules with large dipole moments (polar materials) and those that do not (nonpolar materials).

Atomic polarization/ Ionic polarization/ Molecular polarization An applied electric field may displace the atoms in the molecules, changing the distance between the atoms, and thus changing the dipole moment. Atomic polarization only occurs in polar materials.
Orientational polarization/ Dipole polarization Without an applied field, a polar material possesses permanent dipole moments that are randomly oriented. When a field is applied, these dipoles align themselves with the field. Since orientational polarization is reliant upon the existence of permanent dipole moments, it only is found in polar materials.

Interfacial polarization The impurities and defects in crystal can impede the flow of charge created by an applied field. The resulting charge accumulation can result in a dipole moment. This type of polarization is found only in crystals.

The multiple names for each type of polarization can be confusing, especially when comparing the research of different contributors. We attempt to refer to each mechanism by the first name given above. We point out that in addition to this terminology both atomic and electronic polarization are sometimes referred to as distortional polarization [2].

In a given material, polarization can be the result of one or more of these four mechanisms. We are primarily interested in materials that contain a high water-content, such as living tissue or mud, so here we focus on polar liquids. The polarization in this class of liquids tends to depend mostly on the orientation of permanent electric dipoles in the molecules (orientational polarization) and the distortion of the molecules by an applied electric field (electronic and atomic polarization) [16]. With this in mind, we focus on these polarization mechanisms in the remainder of our discussions.

In the presence of most applied electric fields, the polarization of a high water-content liquid is both distortional and orientational. At high (optical) frequencies however, the electric field oscillates so rapidly that it does not hold any orientation long enough for the dipoles to align with it. Thus, the orientational polarization is virtually insignificant [26]. This implies that at sufficiently high frequencies, the only contribution to the dielectric constant or optical index of refraction is from electrical distortion [16].

Since the polarization of a polar liquid has multiple mechanisms, we expect that a complete model must incorporate them all. Orientational polarization is suggestive of a mechanism with an exponential decay factor, such as the one in the model proposed by Debye [2]. However, a system rarely conforms exactly to the model described by the Debye dispersion equations due to the fact that the polarizational decay may not be represented accurately by a mechanism with one relaxation time [17]. On the other hand, distortional polarization causes charges to behave somewhat like linear harmonic oscillators; thus it is reasonable to model them as such (the Lorentz model is an example). Neither of these types of models alone will be sufficient to completely describe the polarization of a polar liquid. Nonetheless as a first step and to illustrate our ideas, we base our model on the Debye model for orientational polarization. Future modeling attempts will require systems of more complexity.
2.2 The Debye model

The Debye model [4] can be represented by the first order ordinary differential equation

$$\tau \dot{P} + P = \epsilon_0 (\epsilon_s - \epsilon_\infty) E, \quad (5)$$

or by

$$P(t, z) = \int_0^t g(t - s, z) E(s, z) \, ds$$

with kernel

$$g(t) = \exp \left( -t \frac{\epsilon_0 (\epsilon_s - \epsilon_\infty)}{\tau} \right).$$

In these equations, $\epsilon_s$ is the static relative permittivity and $\epsilon_\infty$ is the value of permittivity for an extremely high ($\approx$ infinite) frequency field. In this model, the value of the relative permittivity $\epsilon_r$ of (3) in the dielectric is given by $\epsilon_\infty$; that is, $\epsilon_r = 1$ in $[0, z_1]$ and $\epsilon_r = \epsilon_\infty$ in $(z_1, 1]$. The variable $\tau$ is the relaxation time of the dielectric.

In [2], Anderson describes a potential double well formulation for an atomic model that leads to the Debye polarization model. In this model, the dielectric is made up of independent noninteracting particles; each particle has two equilibrium positions separated by a barrier of high potential. One considers a charged particle with two equilibrium positions $A$ and $B$ located a distance $d$ from each other. Between them is a potential barrier $W$ such that $W \gg k_B T$ where $k_B$ is the Boltzmann constant and $T$ is the temperature. (See Figure 2.) If there is no electromagnetic field present, one assumes that the particle oscillates about either equilibrium, and on occasion, obtains enough energy to cross the potential barrier and jump into the other well. Over time, for constant temperature, the particle is near $A$ as often as near $B$ and the probability of finding the particle near a given well is $\frac{1}{2}$.
When an electric field $E$ is applied in the direction from $A$ to $B$, the potentials at each equilibrium are no longer equal, for instance $V_A > V_B$, and

$$V_A - V_B = e d E,$$

where $e$ is the charge of the particle. (See Figure 2.) A result from Boltzmann statistics implies that the probability that a particle has potential $V$ is proportional to $\exp(-\frac{V}{k_B T})$, so that now it is more likely to find the particle near equilibrium $B$. As before, a particle can jump from one equilibrium to the other if it acquires enough energy. For a potential barrier $W$, the probability that a particle can cross this barrier in the direction from $B$ to $A$ is proportional to $\exp(-\frac{W}{k_B T})$, with proportionality constant $\frac{\nu_0}{2\pi}$, the assumed frequency of oscillation due to thermal agitation of the particle about the equilibrium. Likewise, the probability that the particle can cross the barrier in the direction from $A$ to $B$ is given by $\frac{\nu_0}{2\pi} \exp\left(-\frac{W - e d E}{k_B T}\right)$. Using these probabilities and the fact that the total number $N = N_A + N_B$ of particles is constant, one can derive [2] (see also page 387 of [15]) a linear first order differential equation to describe the difference $N_B(t) - N_A(t)$ in number of particles in wells $B$ and $A$ at any time $t$

$$\frac{d}{dt} (N_B(t) - N_A(t)) = \frac{\nu_0}{\pi} \exp\left(-\frac{W}{k_B T}\right) \left( -(N_B(t) - N_A(t)) + \frac{e d}{2k_B T} N E \right).$$

The polarization $P(t)$ due to the applied electromagnetic field is proportional to $N_B(t) - N_A(t)$. By relating $\tau$ with $\frac{\nu_0}{\pi} \exp\left(-\frac{W}{k_B T}\right)$ and $\epsilon_s - \epsilon_\infty$ with $\frac{\nu_0}{\pi} \exp\left(-\frac{W}{k_B T}\right) \frac{e d}{2k_B T} N$, one thus arrives at the Debye model (5) from atomic considerations.
There is substantial reason to believe that the behavior described by the Debye model is pressure-dependent. One approach to understanding this pressure-dependence is to extend the above arguments and consider the polarization from a non-equilibrium thermodynamics perspective. A discussion of this nature is given in [20].

We however take a different approach to incorporating pressure-dependence into the Debye model. We present the model here and provide motivation in Section 2.3. We begin by assuming that the material-dependent parameters in the differential equation (5) depend on pressure, i.e.,

\[ \tau(p)\dot{P} + P = \epsilon_0 (\epsilon_s(p) - \epsilon_{\infty}(p))E = \epsilon_0 (\gamma(p) - \zeta(p))E. \]

We suppose as a first approximation that each of the pressure-dependent parameters can be represented as a mean value plus a perturbation that is proportional to the pressure

\[ \tau(p) = \tau_0 + \tilde{\tau} = \tau_0 + \kappa_{\tau}p \]
\[ \gamma(p) = \gamma_0 + \tilde{\gamma} = \gamma_0 + \kappa_{\gamma}p \]
\[ \zeta(p) = \zeta_0 + \tilde{\zeta} = \zeta_0 + \kappa_{\zeta}p. \]

Then the equation

\[ \tau(p)\dot{P} + P = \epsilon_0 (\gamma(p) - \zeta(p))E \]

can be written

\[ (\tau_0 + \kappa_{\tau}p) \dot{P} + P = \epsilon_0 (\gamma_0 - \zeta_0 + (\kappa_{\gamma} - \kappa_{\zeta})p)E. \] (6)

We recall that the polarization term in (4) involves second-order time derivatives. To express (6) in compatible form, we take the time derivative of both sides to obtain

\[ \ddot{P} = -\frac{1 + \kappa_{\tau}\dot{p}}{\tau_0 + \kappa_{\tau}p} \dot{P} + \frac{\epsilon_0 (\gamma_0 - \zeta_0 + (\kappa_{\gamma} - \kappa_{\zeta})p)}{\tau_0 + \kappa_{\tau}p} \dot{E} + \frac{\epsilon_0 (\kappa_{\gamma} - \kappa_{\zeta})}{\tau_0 + \kappa_{\tau}p} \dot{E} \] (7)

with

\[ \dot{P} = -\frac{1}{\tau_0 + \kappa_{\tau}p} P + \frac{\epsilon_0 (\gamma_0 - \zeta_0 + (\kappa_{\gamma} - \kappa_{\zeta})p)}{\tau_0 + \kappa_{\tau}p} E. \] (8)
From here, we can use (8) in (7) and then replace $\tilde{P}$ in (4) with the expression given by (7).

Additionally, we should note that the relation $\epsilon_r = \epsilon_\infty$ in $(z_1, 1]$ becomes $\epsilon_r = \epsilon_\infty(p) = \zeta_0 + \kappa \zeta p$ in $(z_1, 1]$.

### 2.3 Motivation for pressure-dependence of polarization

The polarization described by both the original and pressure-dependent Debye models is due to the alignment of permanent dipole moments with the applied field. This tendency to align is inhibited by the presence of centrifugal or gyroscopic forces. These forces are caused by molecular rotations and collisions [26]. The pressure in a polarizable medium influences and is influenced by the short range particle interaction in the medium, including these molecular rotations and collisions. This interaction between particles may serve to inhibit or facilitate the alignment of dipole moments with the applied field, resulting in the modification of the orientational polarization [14]. Figure 3 depicts this schematically.

![Diagram](image)

**Figure 3:** Pressure-dependence of orientational polarization

This interaction makes sense intuitively; however, we want to better understand the interaction mechanism. Specifically, we want to consider each polarization parameter individually and address its possible pressure-dependence.
We begin with the static permittivity $\epsilon_s$, which is the electric permittivity of a dielectric in the presence of a constant applied electric field. In 1850 and 1879 respectively, Clausius and Mossotti independently discovered that for any given material, the quantity

$$\left(\frac{\epsilon_s}{\epsilon_0} - 1\right) \div \left(\frac{\epsilon_s}{\epsilon_0} + 2\right)$$

is proportional to the material density (page 155, [18]; page 140, [25]). Pressure variations in the material cause changes in its density. These changes are reflected in the static permittivity of the material due to the law of Clausius and Mossiti. So the static permittivity can be expected to depend on pressure.

The pressure-dependence of $\epsilon_s$ does not necessarily suggest the pressure-dependence of $\epsilon_\infty$, the permittivity of a material under a very high frequency electric field. However in the interest of generality, we allow for the possibility that $\epsilon_\infty$ is pressure-dependent. Pressure-independent behavior of $\epsilon_\infty$ is just a special case of our model (see Section 2.1) with $\kappa_\varsigma = 0$ so that $\epsilon_\infty(p) = \zeta_0$.

Lastly we examine the feasibility of the pressure-dependence of the relaxation parameter $\tau$. To do so we consider a dipolar liquid which consists of freely moving molecules. If an individual dipole changes its orientation, the nearby dipoles shift to compensate and produce a new equilibrium position. Their collective motion can be viewed as a viscous frictional damping force that acts on the original dipole. When an electric field is applied, its force causes the dipole to align itself with the field. The rate of alignment depends on the amount of friction. However since the dipole is subject to the effects of Brownian motion, this rate also depends on thermal fluctuations. Taking this into account Debye derived the following expression for the relaxation (page 73, [2])

$$\tau = \frac{\xi}{2k_B T}$$

where $\xi$ is the frictional constant. Dipoles arranged in smaller groups are less apt to resist reorientation [13]. This leads to diminished frictional effects. Variations in pressure likely alter the cohesion of dipole groupings and thus affect the friction. A specific example of this relationship is given in (page 63, [21]) for hard sphere fluids. In this case, the frictional viscosity constant is given by

$$\xi = \frac{k_B T}{mD}$$

where $m$ is the particle mass and $D$ is the self-diffusion coefficient. The self-diffusion coefficient is pressure-dependent; that is
\[
D = \frac{1}{2} R \left( \frac{\pi k_B T}{m} \right)^\frac{3}{2} \left( \frac{p}{\rho k_B T} - 1 \right)^{-1}
\]

where \( R \) is the hard sphere diameter, \( p \) is the pressure, and \( \rho \) is the liquid density. Clearly in this example the relaxation parameter \( \tau \) is pressure-dependent.

3 Theoretical results

In order to consider (4) from a theoretical perspective, it is convenient to write it in variational form. We formulate the Gelfand triple \( V \hookrightarrow H \hookrightarrow V^* \), where \( H = L^2(0,1) \) and \( V = H^1_0(0,1) \equiv \{ \phi \in H^1(0,1) : \phi(1) = 0 \} \). We let \( \langle \cdot, \cdot \rangle \) denote the usual \( L^2 \) inner product. Then we may write (4) as a variational form of Maxwell’s equation in second order form

\[
\begin{align*}
\langle a \ddot{E}(t), \phi \rangle_{V^*,V} &+ \langle b \dot{E}(t), \phi \rangle + \langle c \ddot{P}(t), \phi \rangle \\
+c \ddot{E}(t,0)\phi(0) + \sigma_1(E(t),\phi) &= \langle F(t), \phi \rangle_{V^*,V}, \quad t \in [0,T],
\end{align*}
\]

(9)

for all \( \phi \in V \). The sesquilinear form \( \sigma_1 \) is defined by

\[
\sigma_1(\phi,\psi) = c^2 \langle \phi', \psi' \rangle,
\]

where \( c^2 = \frac{1}{\epsilon_0 \mu_0} > 0 \) is constant and the parameter functions \( a, b, \) and \( c \) are determined by the geometry, conductivity, and instantaneous polarization of the dielectric. Since the absorbing boundary condition \( \dot{E} - c E' = 0 \) at \( z = 0 \) is a natural condition, we incorporate it into the variational formulation of the equation. The superconductive boundary condition at \( z = 1 \) however is essential and is imposed in the definition of \( V \).

Motivated by the polarization model described in Section 2, we may rewrite (9) as the general variational form

\[
\begin{align*}
\langle a \ddot{E}(t), \phi \rangle_{V^*,V} &+ \langle b \dot{E}(t), \phi \rangle + \langle h E(t), \phi \rangle \\
+c \ddot{E}(t,0)\phi(0) + \sigma_1(E(t),\phi) &= \langle F(t), \phi \rangle_{V^*,V}, \quad \phi \in V, \quad t \in [0,T],
\end{align*}
\]

(10)

\[
E(0,z) = E_0(z) \quad \dot{E}(0,z) = E_1(z),
\]
where as in (9) the coefficients and kernel function are determined by system characteristics. For the pressure-dependent Debye polarization model given in Section 2, we have

\[
a(t, z) = 1 + (\epsilon_\infty - 1)I_{(z_1, 1)} = 1 + (\zeta_0 + \kappa_\zeta p(t, z) - 1)I_{(z_1, 1)}
\]

\[
b(t, z) = \left( \frac{\sigma}{\epsilon_0} + \frac{\epsilon_0}{\epsilon_0} \frac{\gamma - \zeta_0 + (\kappa_\gamma - \kappa_\zeta)p(t, z)}{\tau_0 + \kappa_\gamma p(t, z)} \right) I_{(z_1, 1)}
\]

\[
h(t, z) = \frac{1}{\epsilon_0} \left( \frac{\epsilon_0 (\kappa_\gamma - \gamma) p(t, z)}{\tau_0 + \kappa_\gamma p(t, z)} - \frac{\epsilon_0 (1 + \kappa_\gamma p(t, z))}{\tau_0 + \kappa_\gamma p(t, z)} \right) I_{(z_1, 1)}
\]

\[
G(t, s, z) = \frac{1}{\epsilon_0} \left( \frac{(1 + \kappa_\gamma p(t, z))}{\tau_0 + \kappa_\gamma p(t, z)} \right) \exp \left( \int_s^t \frac{-\frac{d_\xi}{\tau_0 + \kappa_\gamma p(\xi, z)}}{\tau_0 + \kappa_\gamma p(\xi, z)} \right) I_{(z_1, 1)}
\]

\[
c^2 = \frac{1}{\epsilon_0 \mu_0}
\]

\[
F(t, z) = -\frac{1}{\epsilon_0} \dot{\gamma}(t)
\]

\[
\sigma_1(\phi, \psi) = c^2 < \phi', \psi' >.
\]

(Here $I_{\Omega}$ is the indicator or characteristic function for a set $\Omega$.) We note that the sesquilinear form $\sigma_1 : V \times V \to \mathbb{R}$ is $V$-continuous and $V$-elliptic, so that there exist positive constants $c_1, c_2$ such that the following inequalities hold.

\[
\sigma_1(\phi, \psi) = c^2 < \phi', \psi' > \leq c^2 |\phi'|_H |\psi'|_H \leq c_1 |\phi|_V |\psi|_V
\]

\[
\sigma_1(\phi, \psi) = c^2 < \phi', \psi' > = c^2 |\phi'|_H^2 \geq c_2 |\phi|_V^2.
\]

In [9], the well-posedness of (10) is considered for general coefficient, kernel, and forcing functions under the following assumptions.

A1) The coefficient $a$ along with its derivatives $\dot{a}$ and $\ddot{a}$ are in $L^\infty(0, T; L^\infty[0, 1])$, and for all $z \in [0, 1]$, $a(z) \geq a_0$, for some $1 \geq a_0 > 0$.

A2) The coefficient $b$ and its time derivative $\dot{b}$ are in $L^\infty(0, T; L^\infty[0, 1])$ and $b(t, z) \geq 0$ for all $(t, z) \in [0, T] \times [0, 1]$.

A3) The coefficient $h$ is in $L^\infty(0, T; L^\infty[0, 1])$.

A4) The kernel function $G$ is in $L^\infty([0, T] \times [0, T]; L^\infty[0, 1])$.

A5) The sesquilinear form $\sigma_1$ is given by $\sigma_1(\phi, \psi) = c^2 < \phi', \psi' >$ for $\phi, \psi \in V$ with $c > 0$. 
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A6) The forcing function $F$ is in $H^1(0, T, V^*)$.

The result is the following theorem. (See [9] for a detailed proof.)

**Theorem 1**: Under assumptions A1)-A6), the system (10) possesses a unique solution and $(E, \dot{E})$ depends continuously on initial data $(E_0, E_1)$ and forcing function $F$ from $(E_0, E_1, F) \in V \times H \times H^1(0, T; V^*)$ to $(E, \dot{E}) \in L^2(0, T; V) \times L^2(0, T; H)$.

We may verify that assumptions A1)-A6) hold for (11) – see [9].

### 3.1 Estimation of parameters in the general variational form

The previous well-posedness result provides a framework in which to formulate parameter estimation problems. As described in Section 1, the general Maxwell system treated by this result arises from a class electromagnetic interrogation problems. The crux of these problems is estimation of certain parameter values, namely dielectric constants and conductivity coefficients, for the material under interrogation. The estimation problem typically involves finding the parameter values that provide the best fit between the model and data collected from the actual system, using, for example, a least squares criterion. These parameter estimates may then be used to characterize the material.

In practice, the experimental data is compared with finite dimensional numerical approximations to the model. In this section, we examine the relationship between the parameter estimation problems for the original system (10) and for a corresponding finite dimensional system. We suppose that the coefficients and sesquilinear form in both (10) and its finite dimensional approximation depend on a parameter $q$ in a set $Q$. If the exact solution to the original system (10) were accessible, we would consider the problem of minimizing the least squares cost functional

$$J(q, w) = \sum_{i=1}^{N_i} |O E(t_i; q) - w_i|^2$$

over $q \in Q$ where $w = \{w_i\}_{i=1}^{N_i}$ is a set of observations taken at times $t_i$, $Q$ is a set of admissible parameters, and $O$ is an observation operator. The form of $O$ depends on the particular application and set of observations. For example, if $w_i$ is a measurement of the electric field taken at a spatial point $z$ at time $t_i$, then the operator $O$ entails evaluations of the function $E(t_i, z; q)$ at a point in space. Since we cannot obtain a closed form solution to (10), we use the solution $E^N(t; q)$ to a finite dimensional approximating system. The solution $E^N(t; q)$ lies in $V^N$, a finite dimensional subset of $V$, and satisfies
\[
< a(q) \hat{E}^N(t), \phi >_{V^*, V} + \frac{b(q) \hat{E}^N(t)}{\beta} \phi > + \frac{h(q) E^N(t)}{\gamma} \phi >
+ \frac{\int_0^t G(t, s, \cdot, q) E^N(s, \cdot) \, ds}{\delta} \phi >
+ c \hat{E}^N(t, 0) \phi(0) + \sigma_1(q)(E^N(t), \phi) =< F(t), \phi >_{V^*, V}
\]

\[
E^N(0, z) = \mathcal{P}^N E_0(z) \quad \hat{E}^N(0, z) = \mathcal{P}^N E_1(z)
\]

for all \( \phi \in V^N \). In particular, we define the piecewise linear basis elements \( \{ \phi_j^N \}_{j=0}^{N-1} \) with nodal values \( \phi_j^N(k/N) = \delta_{kj}, \, k = 0, 1, \ldots, N \), and let \( V^N = \text{span} \{ \phi_0^N, \phi_1^N, \ldots, \phi_{N-1}^N \} \subset V \). Then we define \( \mathcal{P}^N \) to be the quasi-\( L^2(0,1) \) projection (see [23], [4], [12]) of \( V^* \) onto \( V^N \) defined by

\[
< \mathcal{P}^N v^*, v^N >_N = < v^*, v^N >_{V^*, V} \quad \text{ for } v^* \in V^* \text{ and for all } v^N \in V^N
\]

where

\[
< w^N, v^N >_N = \int_0^1 I^N(w^N v^N)(z) \, dz
\]

and \( I^N \) is the nodal value linear interpolation operator for \( V^N \). It is shown in [23] that the operator \( \mathcal{P}^N \) is well-defined and satisfies

\[
|\mathcal{P}^N \phi |_H \leq K_1^N |\phi |_H \text{ for } \phi \in H
\]

\[
|\mathcal{P}^N \phi |_V \leq K_2^N |\phi |_V \text{ for } \phi \in V.
\]

As expected, the corresponding cost functional for the finite dimensional system is

\[
J^N(q, w) = \sum_{i=1}^{N_t} |\mathcal{O} E^N(t_i; q) - w_i|^2.
\]

Again the form of the operator \( \mathcal{O} \) is chosen to correspond to the type of data collected.

In [9], we established the well-posedness of (10) with solutions \( E \in L^2(0, T; V) \) and \( \hat{E} \in L^2(0, T; H) \), where \( V = H^1_0(0, 1) \) and \( H = L^2(0, 1) \), and we also verified that a unique solution to (13) exists. These results hold provided that, for each \( q \in Q \), Assumptions A1)-A6) are satisfied and the sesquilinear form \( \sigma_1 \) is \( V \)-continuous and \( V \)-elliptic. Moreover in [24], we show that the solution \( E \) of (10) has the enhanced regularity \( E \in H^3(0, T; V^*) \cap \)

\[\text{...}\]
\( H^2(0, T; H) \cap H^1(0, T; V) \) under consistency conditions for the initial conditions and the following assumptions:

A7) The second time derivative, \( \ddot{b} \), of \( b \) is in \( L^\infty(0, T; L^\infty[0, 1]) \).

A8) The first and second time derivatives, \( \dot{h} \) and \( \ddot{h} \), of \( h \) are in \( L^\infty(0, T; L^\infty[0, 1]) \).

A9) The first and second derivatives with respect to the first temporal variable, \( \frac{d}{dt} G \) and \( \frac{d^2}{dt^2} G \), of the kernel function \( G \) are in \( L^\infty((0, T) \times (0, T); L^\infty[0, 1]) \).

A10) The forcing function \( F \) is in \( H^2(0, T, V^*) \) and is of the form \( F(t, z) = \tilde{g}(t)\delta(z) \) with \( \tilde{g}(t) \in H^2(0, T) \) and \( \tilde{g}(0) = \dot{\tilde{g}}(0) = 0 \). (This assumption replaces A6.)

(Verification of these assumptions A7)-A9) for the pressure-dependent Debye polarization model are also given in [24].)

We now make the following assumptions about the set of admissible parameters \( Q \), the state space \( V^N \), and the projection operator \( P^N \).

B1) The finite dimensional set \( Q \) lies in a metric space \( \tilde{Q} \) with a metric \( \tilde{d} \) and is compact with respect to this metric.

B2) The finite dimensional subspaces \( V^N \) are subsets of \( V \).

B3) For each \( \phi \in V \), \( |\phi - P^N \phi|_V \to 0 \) as \( N \to \infty \).

B4) For each \( \phi \in H \), \( |\phi - P^N \phi|_H \to 0 \) as \( N \to \infty \).

Verifications of B3) and B4) for our particular \( P^N \) are given in [23]. We now make a further assumption on the sesquilinear form \( \sigma_1 \). We assume that \( \sigma_1 = \sigma_1(q) \) is defined on \( Q \) and satisfies

H1
\[
|\sigma_1(q_1)(\phi, \psi) - \sigma_1(q_2)(\phi, \psi)| \leq \gamma \tilde{d}(q_1, q_2) d(\phi, \psi)_V d(\phi, \psi)_V
\]

for \( q_1, q_2 \in Q \) where \( \gamma \) depends only on \( Q \).

For the electromagnetic system in consideration in this paper, Assumption H1) is unnecessary since \( \sigma_1 \) is independent of \( q \). However for the purpose of establishing a more general result, we do not assume here that our sesquilinear form is parameter independent.

Furthermore we make the following assumption about our coefficients.

A11) The coefficients depend continuously on \( q \) so that as \( \tilde{d}(q, q^N) \to 0 \), we have
\begin{align*}
i) & \quad |a(q) - a(q^N)|_{L^\infty} \to 0 \\
ii) & \quad |b(q) - b(q^N)|_{L^\infty} \to 0 \\
iii) & \quad |h(q) - h(q^N)|_{L^\infty} \to 0 \\
iv) & \quad |G(q) - G(q^N)|_{L^\infty} \to 0.
\end{align*}

The above continuity along with the compactness of \( Q \) implies that the images \( a(Q), b(Q), h(Q), \) and \( G(Q) \) are compact. Thus each coefficient can be bounded independently of \( q \). We assume throughout that all bounds on our coefficients do not depend on \( q \).

By solving the parameter estimation problems related to (13), (15) we obtain a sequence of estimates \( \{q^N\} \). We wish to demonstrate that under certain conditions this sequence (or a subsequence) converges to the estimate corresponding to the problem related to (10), (12). In order to do this, we state the following claim, which can be found (along with a proof) as Theorem 5.1 in [11].

**Theorem 2:** To obtain convergence of at least a subsequence of \( \{q^N\} \) to a solution \( \bar{q} \) of minimizing (12) subject to (10), it suffices, under assumption B1), to argue that for arbitrary sequences \( \{q^N\} \) in \( Q \) with \( q^N \to q \) in \( Q \), we have

\[ \mathcal{O}E^N(t; q^N) \to \mathcal{O}E(t; q). \]

In [11], the operator \( \mathcal{O} \) is general enough to include functions that map functions \( f \) such that \( f : \mathcal{T} \to \mathcal{V} \) to the space of observations \( \mathcal{W} \), where \( \mathcal{T} \) is an appropriately chosen (see [11] and [8]) subset of \([0, T]\) that contains the times of observation and \( \mathcal{V} \) is a space containing \( E(t, \cdot) \). In the numerical examples presented in this paper, the observations correspond to the values of the electric field at the point \( z = 0 \) at various times, i.e., \( \{E(t, 0)\} \); thus the operator \( \mathcal{O} \) involves pointwise evaluation of \( E \) at many points in time and one specific point in space.

We suppose that \( V^N \) and \( \mathcal{P}^N \) satisfy B2)-B4), the sesquilinear form \( \sigma_1 \) satisfies H1), the coefficients satisfy assumptions A1)-A11) and we let \( q^N \in Q \) be arbitrary such that \( q^N \to q \) in \( Q \). Our primary goal is to show that as \( N \to \infty \)

\[ E^N(t, 0; q^N) \to E(t, 0; q) \quad (16) \]

for each \( t \in [0, T] \). However, here we verify a more general result. We show that for each \( t \in [0, T] \)
$$E^N(t; q^N) \rightarrow E(t; q) \text{ in the } V \text{ norm}$$

$$\dot{E}^N(t; q^N) \rightarrow \dot{E}(t; q) \text{ in the } H \text{ norm}$$

(17)

as $N \rightarrow \infty$, where $E^N, \dot{E}^N$ are the solutions to (13) and $E, \dot{E}$ are the solutions to (10). We note that we may evaluate these functions pointwise in $t$ due to the enhanced regularity of solutions. Moreover, using the equivalence of norms, we see that (17) implies (16) and we have the result we need for our computations.

We point out that for a sequence $q^N = q$ for all $N$, the desired result implies convergence of the finite dimensional approximation to the true solution. This is important when considering numerical approximations to the solution.

We have established previously that the solution of (10) satisfies $E(t) \in V$ and $\dot{E}(t) \in H$ for each $t$. Since

$$|E^N(t; q^N) - E(t; q)|_V \leq |E^N(t; q^N) - \mathcal{P}^N E(t; q)|_V + |\mathcal{P}^N E(t; q) - E(t; q)|_V$$

and B3) guarantees $|\mathcal{P}^N E(t; q) - E(t; q)|_V \rightarrow 0$ as $N \rightarrow \infty$, we need only show that

$$|E^N(t; q^N) - \mathcal{P}^N E(t; q)|_V \rightarrow 0 \text{ as } N \rightarrow \infty$$

for each $t \in [0, T]$. In the same way, it suffices to show that

$$|\dot{E}^N(t; q^N) - \mathcal{P}^N \dot{E}(t; q)|_H \rightarrow 0 \text{ as } N \rightarrow \infty$$

for each $t \in [0, T]$ to obtain the second result.

We let $E^N = E^N(t; q^N), E = E(t; q)$, and $\Delta^N \equiv E^N(t; q^N) - \mathcal{P}^N E(t; q)$.

Subtracting (10) from (13), we have for $\phi \in V^N$

$$< a(q^N) \dot{E}^N - a(q) \dot{E}, \phi > + < b(q^N) \dot{E}^N - b(q) \dot{E}, \phi >$$

$$+ < h(q^N) E^N - h(q) E, \phi >$$

$$+ < \int_0^t (G(q^N) E^N - G(q) E) \ ds, \phi > + c(\dot{E}^N(t, 0) - \dot{E}(t, 0)) \phi(0)$$

$$+ \sigma_1(q^N)(E^N, \phi) - \sigma_1(q)(E, \phi) = 0.$$
We add and subtract $\mathcal{P}^N E$ and its derivatives and rearrange terms to obtain

$$< a(q^N)(\ddot{E} - \mathcal{P}^N \ddot{E}), \phi > + \sigma_1(q^N)(E^N - \mathcal{P}^N E, \dot{\Delta}^N) + c(\dot{E}(t, 0) - \mathcal{P}^N \dot{E}(t, 0))\dot{\Delta}^N(t, 0) =$$

$$< a(q)\dot{E}, \dot{\Delta}^N > - < a(q^N)\mathcal{P}^N \dot{E}, \dot{\Delta}^N > + \sigma_1(q)(E, \dot{\Delta}^N) - \sigma_1(q^N)(\mathcal{P}^N E, \dot{\Delta}^N) + c(\dot{E}(t, 0) - \mathcal{P}^N \dot{E}(t, 0))\dot{\Delta}^N(t, 0) + < b(q)\dot{E} - b(q^N)\dot{E}^N, \dot{\Delta}^N > + < h(q)E - h(q^N)E^N, \dot{\Delta}^N > + < \int_0^t (G(q)E - G(q^N)E^N) ds, \dot{\Delta}^N > .$$

We choose the test function $\phi = \dot{\Delta}^N \in V^N$ so that

$$< a(q^N)(\ddot{E} - \mathcal{P}^N \ddot{E}), \dot{\Delta}^N > + \sigma_1(q^N)(E^N - \mathcal{P}^N E, \dot{\Delta}^N) + c(\dot{E}(t, 0) - \mathcal{P}^N \dot{E}(t, 0))\dot{\Delta}^N(t, 0) =$$

$$< a(q)\dot{E}, \dot{\Delta}^N > - < a(q^N)\mathcal{P}^N \dot{E}, \dot{\Delta}^N > + \sigma_1(q)(E, \dot{\Delta}^N) - \sigma_1(q^N)(\mathcal{P}^N E, \dot{\Delta}^N) + c(\dot{E}(t, 0) - \mathcal{P}^N \dot{E}(t, 0))\dot{\Delta}^N(t, 0) + < b(q)\dot{E} - b(q^N)\dot{E}^N, \dot{\Delta}^N > + < h(q)E - h(q^N)E^N, \dot{\Delta}^N > + < \int_0^t (G(q)E - G(q^N)E^N) ds, \dot{\Delta}^N > .$$

We note that

$$2 < a(q^N)(\ddot{E} - \mathcal{P}^N \ddot{E}), \dot{\Delta}^N > + 2\sigma_1(q^N)(E^N - \mathcal{P}^N E, \dot{\Delta}^N) =$$

$$\frac{d}{dt} \left( < a(q^N)\dot{\Delta}^N, \dot{\Delta}^N > + \sigma_1(q^N)(\Delta^N, \Delta^N) \right) - < \dot{a}(q^N)\dot{\Delta}^N, \dot{\Delta}^N > .$$

Then we have
\[ \frac{1}{2} \frac{d}{dt} \left( < a(q^N) \dot{\Delta}^N, \dot{\Delta}^N > + \sigma_1(q^N)(\Delta^N, \Delta^N) \right) + c(\dot{\Delta}^N(t, 0))^2 = 
\]
\[ < a(q) \ddot{E}, \dot{\Delta}^N > - < a(q^N) P^N \dot{E}, \dot{\Delta}^N > + < \dot{a}(q^N) \dot{\Delta}^N, \dot{\Delta}^N > 
+ \sigma_1(q)(E, \dot{\Delta}^N) - \sigma_1(q^N)(P^N E, \dot{\Delta}^N) 
+ c(\dot{\Delta}(t, 0) - P^N \dot{E}(t, 0)) \dot{\Delta}^N(t, 0) + < b(q) \ddot{E} - b(q^N) \dot{E}^N, \dot{\Delta}^N > 
+ < h(q) E - h(q^N) E^N, \dot{\Delta}^N > + \int_0^t (G(q) E - G(q^N) E^N) \, ds, \dot{\Delta}^N > . \]

Integration with respect to \( t \) yields
\[ < a(q^N) \Delta^N(t), \dot{\Delta}^N(t) > + \sigma_1(q^N)(\Delta^N(t), \Delta^N(t)) 
+ 2 \int_0^t c(\dot{\Delta}^N(\xi, 0))^2 \, d\xi = 
\]
\[ 2 \int_0^t \left\{ < a(q) \ddot{E}, \dot{\Delta}^N > - < a(q^N) P^N \dot{E}, \dot{\Delta}^N > + < \dot{a}(q^N) \dot{\Delta}^N, \dot{\Delta}^N > 
+ \sigma_1(q)(E, \dot{\Delta}^N) - \sigma_1(q^N)(P^N E, \dot{\Delta}^N) 
+ c(\dot{\Delta}(\xi, 0) - P^N \dot{E}(\xi, 0)) \dot{\Delta}^N(\xi, 0) + < b(q) \ddot{E} - b(q^N) \dot{E}^N, \dot{\Delta}^N > 
+ < h(q) E - h(q^N) E^N, \dot{\Delta}^N > + \int_0^\xi (G(q) E - G(q^N) E^N) \, ds, \dot{\Delta}^N > \right\} \, d\xi 
+ < a(q^N) \Delta^N(0), \dot{\Delta}^N(0) > + \sigma_1(q^N)(\Delta^N(0), \Delta^N(0)) \]
\begin{equation}
2 \int_0^t \{ < a(q) \dot{E}, \dot{\Delta}^N > - < a(q') \mathcal{P}^N \dot{E}, \dot{\Delta}^N > + < \dot{a}(q') \dot{\Delta}^N, \dot{\Delta}^N > \\
+ \sigma_1(q)(E, \Delta^N) - \sigma_1(q')(\mathcal{P}^N E, \Delta^N) \\
+ c(\dot{E}(\xi, 0) - \mathcal{P}^N \dot{E}(\xi, 0)) \dot{\Delta}^N(\xi, 0) + < b(q) \dot{E} - b(q') \dot{E}^N, \dot{\Delta}^N > \\
+ < h(q) E - h(q') E^N, \dot{\Delta}^N > + \int_0^t G(q) E - G(q') E^N \ ds, \dot{\Delta}^N > \} \ d\xi.
\end{equation}

In order to bound the right side of (18), we derive the following estimates:

Estimate 1:

\begin{align*}
& \int_0^t \left( 2 < a(q) \dot{E}, \dot{\Delta}^N > - 2 < a(q') \mathcal{P}^N \dot{E}, \dot{\Delta}^N > + < \dot{a}(q') \dot{\Delta}^N, \dot{\Delta}^N > \right) \ d\xi \\
= & \int_0^t \left( 2 < (a(q) - a(q')) \dot{E}, \dot{\Delta}^N > + 2 < a(q')(\dot{E} - \mathcal{P}^N \dot{E}), \dot{\Delta}^N > \\
& + < \dot{a}(q') \dot{\Delta}^N, \dot{\Delta}^N > \right) \ d\xi \\
\leq & \int_0^t \| (a(q) - a(q')) \dot{E} \|_{H^2}^2 + \| a(q')(\dot{E} - \mathcal{P}^N \dot{E}) \|_{H^2}^2 \ + \frac{1}{2} (5 + \| \dot{a}(q') \|_{L^2}) \| \dot{\Delta}^N \|_{H^2}^2 \ d\xi \\
\leq & \| a(q) - a(q') \|_{L^\infty}^2 \int_0^t \| \dot{E} \|_{H^2}^2 \ d\xi + \| a(q') \|_{L^\infty}^2 \int_0^t \| \dot{E} - \mathcal{P}^N \dot{E} \|_{H^2}^2 \ d\xi \\
& + \frac{1}{2} (5 + \| \dot{a}(q') \|_{L^\infty}) \int_0^t \| \dot{\Delta}^N \|_{H^2}^2 \ d\xi.
\end{align*}

Estimate 2:

\begin{align*}
2 \int_0^t \sigma_1(q') (E, \dot{\Delta}^N) - \sigma_1(q')(\mathcal{P}^N E, \dot{\Delta}^N) \ d\xi \\
= 2 \int_0^t \sigma_1(q')(\mathcal{P}^N \dot{E}, \dot{\Delta}^N) - \sigma_1(q')(\dot{E}, \dot{\Delta}^N) \ d\xi + 2(\sigma_1(q)(E(t), \Delta^N(t)) - \sigma_1(q')(\mathcal{P}^N E(t), \Delta^N(t)))
\end{align*}
\[ = \int_0^t \sigma_1(q^N)\left(\mathcal{P}^N \dot{E} - \dot{E}, \Delta^N\right) + \sigma_1(q^N)(\dot{E}, \Delta^N) - \sigma_1(q)(\dot{E}, \Delta^N)\ d\xi \\
+ 2\left(\sigma_1(q)(E(t), \Delta^N(t)) - \sigma_1(q^N)(E(t), \Delta^N(t))\right) \\
+ \sigma_1(q^N)(E(t) - \mathcal{P}^N E(t), \Delta^N(t))\]

\[ \leq \int_0^t c_1^2|\mathcal{P}^N \dot{E} - \dot{E}|_V^2 + \gamma^2|\dot{\mathcal{D}}(q, q^N)|^2|\dot{E}|_V^2 + 2|\Delta^N|_V^2\ d\xi \]

\[ + \frac{c^2}{\epsilon}|\mathcal{P}^N E(t) - E(t)|_V^2 + \frac{\gamma^2}{\epsilon}|\dot{\mathcal{D}}(q, q^N)|^2|E(t)|_V^2 + 2\epsilon|\Delta^N(t)|_V^2 \]

where \( \epsilon > 0 \) is arbitrary.

Estimate 3:

\[ 2c(\dot{E}(\xi, 0) - \mathcal{P}^N \dot{E}(\xi, 0)) \dot{\Delta}^N(\xi, 0) \]

\[ \leq c^2|\dot{E}(\xi, 0) - \mathcal{P}^N \dot{E}(\xi, 0)|^2 + |\dot{\Delta}^N(\xi, 0)|^2 \]

\[ \leq c^2K_1|\dot{E} - \mathcal{P}^N \dot{E}|_V^2 + |\dot{\Delta}^N(\xi, 0)|^2. \]

(Here we use the fact that \(|\phi|^2_V\) is equivalent to \(|\phi|^2_H + |\phi(0)|^2\) so that \(|\phi|^2_V \geq K(|\phi|^2_H + |\phi(0)|^2) \geq K|\phi(0)|^2\).

Estimate 4:

\[ 2 \int_0^t < b(q) \dot{E} - b(q^N) \dot{E}^N, \dot{\Delta}^N > \ d\xi \]

\[ = 2 \int_0^t \left\{ < b(q)(\dot{E} - \mathcal{P}^N \dot{E}), \dot{\Delta}^N > + < (b(q) - b(q^N))\mathcal{P}^N \dot{E}, \dot{\Delta}^N > + < b(q^N)\dot{\Delta}^N, \dot{\Delta}^N > \right\} d\xi \]

\[ \leq \int_0^t |b(q)(\dot{E} - \mathcal{P}^N \dot{E})|^2_H + |b(q^N)\dot{\Delta}^N|^2_H + |(b(q) - b(q^N))\mathcal{P}^N \dot{E}|^2_H + 3|\dot{\Delta}^N|^2_H\ d\xi \]

\[ \leq \|b(q)\|^2_{L^\infty} \int_0^t |\dot{E} - \mathcal{P}^N \dot{E}|^2_H\ d\xi + \|b(q^N)\|^2_{L^\infty} + 3 \int_0^t |\dot{\Delta}^N|^2_H\ d\xi \]

\[ + \|b(q) - b(q^N)\|^2_{L^\infty} \int_0^t |\mathcal{P}^N \dot{E}|^2_H\ d\xi. \]
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Estimate 5:

\[
2 \int_0^t < h(q) E - h(q^N) E^N, \dot{\Delta}^N > \ d\xi
\]

\[
\leq 2 \int_0^t \{ < h(q)(E - \mathcal{P}^N E), \dot{\Delta}^N > + < (h(q) - h(q^N)) \mathcal{P}^N E, \dot{\Delta}^N > \\
+ h(q^N) \Delta^N, \dot{\Delta}^N > \} \ d\xi
\]

\[
\leq \int_0^t \left( |h(q)(E - \mathcal{P}^N E)|_H^2 + |h(q^N) \Delta^N|_H^2 + 3 |\Delta^N|_H^2 \right) \ d\xi
\]

\[
+ |h(q) - h(q^N)|_L^2 \int_0^t |\mathcal{P}^N E|_H^2 \ d\xi.
\]

Estimate 6:

\[
2 \int_0^t < \int_0^t (G(q)E - G(q^N) E^N) \ ds, \dot{\Delta}^N > \ d\xi
\]

\[
\leq 2 \int_0^t < \int_0^t G(q)(E - \mathcal{P}^N E) \ ds, \dot{\Delta}^N > + < \int_0^t G(q) - G(q^N) | \mathcal{P}^N E \ ds, \dot{\Delta}^N > \\
+ < \int_0^t G(q^N) \Delta^N \ ds, \dot{\Delta}^N > \ d\xi
\]

\[
\leq \int_0^t \left( \int_0^t |G(q)(E - \mathcal{P}^N E)|_H^2 + |G(q) - G(q^N)|_H^2 \int_0^t |\mathcal{P}^N E|_H^2 \ d\xi \right) \ d\xi
\]

\[
\leq \int_0^t \left( \int_0^t |G(q)|_L^2 \int_0^1 |\int_0^s (E - \mathcal{P}^N E) \ ds|_H^2 \ d\xi + |G(q) - G(q^N)|_L^2 \int_0^t \int_0^1 |\mathcal{P}^N E \ ds|_H^2 \ d\xi \right) \ d\xi
\]

\[
+ |G(q^N)|_L^2 \int_0^t \int_0^1 |\int_0^s \Delta^N \ ds|_H^2 \ d\xi + 3 \int_0^t |\Delta^N|_H^2 \ d\xi.
\]
\[
\leq \left| G(q) \right|_{L^\infty T}^2 \int_0^1 T \int_0^1 \left| E - \mathcal{P}^N E \right|_{L^2(0,\xi)}^2 d\xi d\xi + \left| G(q) - G(q^N) \right|_{L^\infty T}^2 \int_0^1 T \int_0^1 \left| \mathcal{P}^N E \right|_{L^2(0,\xi)}^2 d\xi d\xi \\
+ \left| G(q^N) \right|_{L^\infty T}^2 \int_0^1 T \int_0^1 \left| \Delta^N \right|_{L^2(0,\xi)}^2 d\xi d\xi + 3 \int_0^1 T \left| \Delta^N \right|_{H^0}^2 d\xi \\
\leq \left| G(q) \right|_{L^\infty T}^2 T^2 \int_0^1 T \int_0^1 \left| E - \mathcal{P}^N E \right|_{H^0}^2 d\xi + \left| G(q) - G(q^N) \right|_{L^\infty T}^2 T^2 \int_0^1 T \int_0^1 \left| \mathcal{P}^N E \right|_{H^0}^2 d\xi \\
+ \left| G(q^N) \right|_{L^\infty T}^2 T^2 \int_0^1 T \int_0^1 \left| \Delta^N \right|_{H^0}^2 d\xi + 3 \int_0^1 T \left| \Delta^N \right|_{H^0}^2 d\xi.
\]

Using these estimates, Assumption H1), the V-continuity and V-ellipticity of \( \sigma_1 \), and the fact that \( |\phi|_{H^0}^2 \leq |\phi|_{V}^2 \), we may rewrite (18) as

\[
\sqrt{a(q^N)} \Delta^N(t)_{H^0}^2 + c_2 |\Delta^N(t)|_{V}^2 + 2 \int_0^t \epsilon |\Delta^N(\xi,0)|^2 d\xi \\
\leq \delta_1^N(t) + \delta_2^N(t) + 2 \epsilon |\Delta^N(t)|_{V}^2 \\
+ \int_0^t \left\{ |\Delta^N(\xi,0)|^2 + \left( \frac{c_3^2}{2} + |b(q^N)|_{L^\infty}^2 + \frac{1}{2} |b(q^N)|_{L^\infty}^2 \right) |\Delta^N|_{H^0}^2 \\
+ (2 + |h(q^N)|_{L^\infty}^2 + T^2 |G(q^N)|_{L^\infty}^2) |\Delta^N|_{V}^2 \right\} d\xi
\]

where

\[
\delta_1^N(t) = \int_0^t \left\{ |a(q^N)|_{L^\infty}^2 |\dot{E} - \mathcal{P}^N \dot{E}|_{H^0}^2 \\
+ (c_1^2 + c^2 K_1) |\dot{E} - \mathcal{P}^N \dot{E}|_{V}^2 + |b(q)|_{L^\infty}^2 |\dot{E} - \mathcal{P}^N \dot{E}|_{H^0}^2 \\
+ (|h(q)|_{L^\infty}^2 + T^2 |G(q)|_{L^\infty}^2) |E - \mathcal{P}^N E|_{H^0}^2 \right\} d\xi \\
+ \frac{c_3^2}{\epsilon} |\mathcal{P}^N E(t) - E(t)|_{V}^2
\]
\[ \delta_2^N(t) = |a(q) - a(q^N)|^2_{\mathcal{L}_2} \int_0^t |\tilde{E}_{H}^t| \, d\xi \]

\[ + \gamma^2 \tilde{d}(q, q^N) \int_0^t |\dot{E}_{V}^t| \, d\xi + |b(q) - b(q^N)|^2_{\mathcal{L}_2} \int_0^t |\mathcal{P}^N \dot{E}_{H}^t| \, d\xi \]

\[ + \left( |h(q) - h(q^N)|^2_{\mathcal{L}_2} + T^2 |G(q) - G(q^N)|^2_{\mathcal{L}_2} \right) \times \]

\[ \int_0^t |\mathcal{P}^N E_{H}^t|^2 \, d\xi + \frac{\gamma^2}{\epsilon} \tilde{d}(q, q^N)|E(t)|^2_V. \]

Since \( \epsilon > 0 \) is arbitrary, we may choose it to be such that \( 1 > c_2 - 2\epsilon > 0 \). Furthermore, the wave speed \( c \) satisfies \( 2c \gg 1 \). We then use Assumptions A1)-A4) to claim that there exist constants \( \nu_1, \nu_2 > 1 \) and \( 1 > a_0 > 0 \), independent of \( q \), such that

\[ a_0 |\dot{\Delta}^N(t)|^2_{H} + (c_2 - 2\epsilon)|\Delta^N(t)|^2_{V} + \int_0^t (2c - 1)|\dot{\Delta}^N(\xi, 0)|^2 \, d\xi \]

\[ \leq \delta_1^N(t) + \delta_2^N(t) + \int_0^t \nu_1 |\dot{\Delta}^N|_{H} + \nu_2 |\Delta^N|^2_{V} \, d\xi. \]

Finally recalling the bounds on \( \nu_1, \nu_2, a_0, \) and \( c_2 - 2\epsilon \), we may rewrite the inequality as

\[ a_0 |\dot{\Delta}^N(t)|^2_{H} + (c_2 - 2\epsilon)|\Delta^N(t)|^2_{V} \]

\[ \leq \delta_1^N(t) + \delta_2^N(t) + \int_0^t \left( \frac{\nu_2}{c_2 - 2\epsilon} \right) \nu_1 |\dot{\Delta}^N|_{H} + \frac{\nu_1 \nu_2}{a_0} |\Delta^N|^2_{V} \, d\xi \]

\[ \leq \delta_1^N(t) + \delta_2^N(t) + \left( \frac{\nu_1 \nu_2}{a_0 (c_2 - 2\epsilon)} \right) \int_0^t a_0 |\dot{\Delta}^N|_{H} + (c_2 - 2\epsilon)|\Delta^N|^2_{V} \, d\xi. \]

In order to apply Gronwall’s inequality to obtain uniform convergence of \( \Delta^N \) and \( \dot{\Delta}^N \) in \( t \) as \( N \to \infty \), we must establish the uniform convergence of \( \delta_1^N \) and \( \delta_2^N \). We have from B3) and B4) that \( |\tilde{E}(t) - \mathcal{P}^N \tilde{E}(t)|_{H}, |\tilde{E}(t) - \mathcal{P}^N \tilde{E}(t)|_{V}, \) and \( |E(t) - \mathcal{P}^N E(t)|_{V} \) converge to zero as \( N \to \infty \) for each \( t \). Since this convergence is dominated and \( \{E(t)\}_{t \in [0,T]} \) is compact in \( V \), we have that

\[ \delta_1^N \to 0 \text{ uniformly in } t \text{ as } N \to \infty. \]

Moreover, the boundedness of \( E, \dot{E}, \) and \( \tilde{E} \) given by the enhanced regularity results and the assumption A8) imply that
\[ \delta^N_2 \to 0 \text{ uniformly in } t \text{ as } N \to \infty \text{ and } q^N \to q \text{ in } \bar{Q}. \]

Then we may apply Gronwall’s inequality to conclude that

\[
\sup_{t \in [0,T]} \left| \Delta^N(t) \right|_V^2 \to 0 \text{ as } N \to \infty
\]

\[
\sup_{t \in [0,T]} \left| \dot{\Delta}^N(t) \right|_H^2 \to 0 \text{ as } N \to \infty
\]

which is sufficient to prove the desired result.

### 3.2 Estimation of parameters in the system with pressure-dependent Debye polarization

The general system (10) is formulated to accomodate systems arising from a variety of electromagnetic interrogation problems. We are concerned here with a particular system that incorporates a pressure-dependent model for Debye polarization. We demonstrate that this system satisfies Assumptions A11), B1)-B3) and H1) and thus that the results of the previous section apply. (We note that verifications of Assumptions A1)-A10) are given in [9] and [24].)

The system we wish to consider is given by (10) with the parameter-dependent coefficients, kernel and forcing functions, and sesquilinear form (11).

For this system, the set of admissible parameters \( Q \) is a subset of \( \mathbb{R}^7 \), where seven is the number of parameters to be estimated (in addition to the six polarization parameters from Section 2, one is often interested in estimating the conductivity coefficient \( \sigma \)). Here we consider \( q \in Q \subset \mathbb{R}^7 \) where \( q = (\sigma, \gamma_0, \zeta_0, \tau_0, \kappa_\gamma, \kappa_\zeta, \kappa_\tau) \). We choose the admissible set \( Q \) to insure that our Debye coefficients are well-defined. First, because of the physical meaning of these parameters, the values of \( \sigma, \gamma_0, \zeta_0 \) and \( \tau_0 \) must be positive. Then for a given pressure wave \( p \) with \( p, \dot{p} \in L^\infty(0,T; L^\infty(0,1)) \) and a fixed \( \delta > 0 \), we admit only values of \( \kappa_\gamma, \kappa_\zeta, \) and \( \kappa_\tau \) such that \( \gamma_0 + \kappa_\gamma p(t, z), \zeta_0 + \kappa_\zeta p(t, z), \) and \( \tau_0 + \kappa_\tau p(t, z) \) are greater than \( \delta \) for all \( z \in [0,1] \) and \( t \in [0,T] \). In addition to these requirements, we assume that the admissible parameter set is closed and bounded in \( \mathbb{R}^7 \).

We recall that \( q^N \to q \) in the standard Euclidean metric is equivalent to the convergence of each component of \( q^N \). Moreover, any closed and bounded sets \( Q \) in \( \mathbb{R}^7 \) are compact and satisfy the conditions of B1). The conditions B2)\-B4) are satisfied by \( V^N \), which is in this case the set of finite dimensional linear piecewise basis elements, and the projection operator \( P^N \). To verify H1), we note that \( \sigma_1(q)(\phi, \psi) = c^2 < \phi', \psi' > \) is independent of \( q \) and \( |\sigma_1(q_1)(\phi, \psi) - \sigma_1(q_2)(\phi, \psi)| = 0 \) for any \( q_1, q_2 \in Q \).
We next verify A11)i)-iv) for the coefficients in our model. We note that as \( q^N \to q \) we have, for a given \( p, \hat{p} \in L^\infty \),

\[
|\sigma^N - \sigma| \to 0 \quad (19)
\]

\[
\left| \zeta_0^N + \kappa^N \zeta p - \left( \zeta_0 + \kappa \zeta p \right) \right|_{L^\infty} \to 0 \quad (20)
\]

\[
\left| \gamma_0^N - \zeta_0^N + (\kappa_\gamma^N - \kappa_0^N)p - \left( \gamma_0 - \zeta_0 + (\kappa_\gamma - \kappa_0)p \right) \right|_{L^\infty} \to 0 \quad (21)
\]

\[
\left| \tau_0^N + \kappa^N \tau - \left( \tau_0 + \kappa \tau \right) \right|_{L^\infty} \to 0 \quad (22)
\]

\[
\left| (\kappa_\gamma^N - \kappa_0^N)\hat{p} - \left( (\kappa_\gamma - \kappa_0)\hat{p} \right) \right|_{L^\infty} \to 0 \quad (23)
\]

and

\[
\left| \kappa_0^N \hat{p} - \left( \kappa \hat{p} \right) \right|_{L^\infty} \to 0. \quad (24)
\]

We use (20) directly to claim that \( |a(q^N) - a(q)|_{L^\infty} \to 0 \) whenever \( q^N \to q \); thus A11)i) holds.

In demonstrating that A11)i) holds, we observe that

\[
|b(q^N) - b(q)|_{L^\infty} \leq \frac{1}{\epsilon_0} |\sigma^N - \sigma| + \sup_{t \in [0,T]} \sup_{z \in [z_1, z_2]} \left| \left( \frac{\gamma_0^N - \zeta_0^N + (\kappa_\gamma^N - \kappa_0^N)p(t, z)}{\tau_0^N + \kappa_\gamma^N p(t, z)} \right) - \left( \frac{\gamma_0 - \zeta_0 + (\kappa_\gamma - \kappa_0)p(t, z)}{\tau_0 + \kappa \tau p(t, z)} \right) \right|. \]

Then we may apply equations (19), (21), and (22) and the quotient rule of limits to conclude that \( |b(q^N) - b(q)|_{L^\infty} \to 0 \) as \( q^N \to q \) and A11)i) is satisfied.

From the definition of \( h \), we have
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\[
|h(q^N) - h(q)|_{L^\infty} \leq \sup_{t \in [0,T]} \sup_{z \in [z_1, 1]} \left\{ \left| \frac{(\kappa_\gamma^N - \kappa_\zeta^N) \dot{p}(t, z)}{\tau_0^N + \kappa_p(t, z)} - \frac{(\kappa_\gamma - \kappa_\zeta) \dot{p}(t, z)}{\tau_0 + \kappa_p(t, z)} \right| \right. \\
\left. + \left| \frac{(1 + \kappa_p(t, z))(\gamma_0 - \zeta_0 + (\kappa_\gamma - \kappa_\zeta)p(t, z))}{(\tau_0 + \kappa_p(t, z))^2} - \frac{(1 + \kappa_p^N(t, z))(\gamma_0^N - \zeta_0^N + (\kappa_\gamma^N - \kappa_\zeta^N)p(t, z))}{(\tau_0^N + \kappa_p^N(t, z))^2} \right| \right\}. 
\]

From equations (23), (22), (24), and (21) and the product and quotient rules of limits, we may conclude that A1(iii) holds.

To show that A1(iv) holds, we argue that

\[
|G(q^N) - G(q)|_{L^\infty} \leq \\
\sup_{(t, s) \in [0,T] \times [0,T]} \sup_{\xi \in [z_1, 1]} \left| \exp \left( \int_s^t \frac{-d\xi}{\tau_0^N + \kappa_p^N(\xi, z)} \right) \right. \\
\left. - \exp \left( \int_s^t \frac{-d\xi}{\tau_0 + \kappa_p(\xi, z)} \right) \right| \\
- \exp \left( \int_s^t \frac{-d\xi}{\tau_0^N + \kappa_p^N(\xi, z)} \right) \\
\frac{(1 + \kappa_p^N(s, z))(\gamma_0^N - \zeta_0^N + (\kappa_\gamma^N - \kappa_\zeta^N)p(s, z))}{(\tau_0^N + \kappa_p^N(s, z))^2(\tau_0 + \kappa_p(s, z))^2} \\
\left. - \exp \left( \int_s^t \frac{-d\xi}{\tau_0 + \kappa_p(\xi, z)} \right) \right| \\
\left. \frac{(1 + \kappa_p(s, z))(\gamma_0 - \zeta_0 + (\kappa_\gamma - \kappa_\zeta)p(s, z))}{(\tau_0 + \kappa_p(t, z))^2(\tau_0 + \kappa_p(s, z))^2} \right| \right|. 
\]

We note that equation (22) coupled with the quotient rule for limits allows us to assert that

\[
\exp \left( \int_s^t \frac{-d\xi}{\tau_0^N + \kappa_p^N(\xi, z)} \right) \Rightarrow \exp \left( \int_s^t \frac{-d\xi}{\tau_0 + \kappa_p(\xi, z)} \right) 
\text{(25)}
\]
as \( q^N \to q \). Thus, we may use equations (24), (21), (22), and (25) with the quotient and product rules for limits to verify that

\[
|G(q^N) - G(q)|_{L^\infty} \to 0
\]
as \( q^N \to q \).

We have thus verified that the theory established in Section 3.1 can be applied to the system corresponding to pressure-dependent Debye polarization described by the coefficients (11).
4 Numerical examples

In the previous section, we demonstrated that a (sub)sequence of minimizers \( \{\tilde{q}^N\} \) of the cost functionals (15) converges to a minimizer \( \tilde{q} \) of (12). In this section we present computational results for the problem of finding \( \tilde{q}^N \) for a fixed \( N \). (We attempt to choose \( N \) large so that \( \tilde{q}^N \) is close to \( \tilde{q} \).

This problem is equivalent to our main objective, estimating the polarization and conductivity parameters of a dielectric by comparing numerical solutions of the model with experimental data. We recall from Section 2 that our polarization model has six material-dependent parameters; in this section we fix \( \sigma \) and consider only these six variables \( \tau_0, \zeta_0, \gamma_0, \kappa_\tau, \kappa_\zeta, \) and \( \kappa_\gamma \) in the equation

\[
(\tau_0 + \kappa_\gamma p) \dot{P} + P = \varepsilon_0 (\gamma_0 - \zeta_0 + (\kappa_\gamma - \kappa_\zeta)p) E.
\]

We want to test the feasibility of estimating them from experimental data. At this time, we do not yet have data from experiments (an experimental device to obtain such data is currently being constructed); instead we create simulated data from our computations. The simulated data consists of the boundary data from a numerical approximation to the solution of the system with added noise. (See [9] for sample numerical solutions to the forward problem.) We compute this approximate solution with fixed parameters values. These values are then thought of as our “unknown” true material parameters. The goal is to estimate these values. We appraise our ability to solve the problem by comparing the estimates with the true fixed values. If we cannot accurately approximate the parameter values in this context, we cannot expect to be able to estimate them in an experimental setting.

We let \( q \) generically denote the set of parameters we wish to estimate in the examples presented below; these may include the mean values in the polarization model, \( \tau_0, \gamma_0, \) and \( \zeta_0 \) and/or the coefficients of pressure in the polarization model, \( \kappa_\tau, \kappa_\gamma, \) and \( \kappa_\zeta \). We let \( q^* \) denote the true values of the corresponding “unknown” parameters. We leave the values of all other parameters fixed.

There are two sets of electromagnetic reflections that reach the boundary. The first, after the initial signal, are the reflections from the air/dielectric interface and the second are from the virtual interface produced by the acoustic pressure wave. (Figure 4 depicts each set of reflections separately.) In some scenarios, using data that contains only one set of reflections may be advantageous. For example, one may use the data from the initial signal and the reflections from the air/dielectric interface (i.e., the first section of data in Figure 4) to refine the initial parameter estimates and then use these refinements with the data from the acoustic interface reflections to obtain final estimates. In another approach, one may use just the data from the acoustic interface reflections to estimate the parameters. In any case, the cost functional for the examples given here is of the form
\[ J(q) = \sum_{i \in I} (E_{\text{data}}^i - E(t_i, 0; q))^2. \]

where \( I \) corresponds to an appropriately chosen data set. (Since here we consider exclusively the finite dimensional system for a fixed \( N \), we drop the \( N \) for ease of notation.)

![Graphical representation](image)

**Figure 4:** The two sets of reflections that reach the boundary

We used a Nelder Mead optimization routine [19] to find the parameter values that minimize the cost function. This optimization method is a gradient-free, simplex search method. The use of a gradient-based method to solve this problem is impractical due to computational
time. The particular routine used requires an initial simplex of estimates and a termination tolerance for the difference between subsequent function evaluations. We choose the initial estimates to have varying levels of error in relation to the true parameter values. For these computations, we set the termination tolerance at 1e-09.

As already noted, we created simulated data to test our algorithms. The data set without noise is simply observations at the boundary taken from a forward simulation of the model using the parameter set \( q^* \). The data sets with error were created by adding an appropriate amount of normally distributed relative random noise to the original data set. The random noise was generated by the MATLAB command \textit{randn} which creates normally distributed noise with mean 0 and variance 1 and was scaled and shifted appropriately. Because the noise is relative, the magnitude of noise is greater in the intervals of data that contain the initial interrogating impulse and the reflections.

We next present sample results for specific parameter estimation problems. We first consider the problem of estimating \( q^* = [\gamma_0^*, \zeta_0^*, \lambda^* = \frac{1}{\sqrt{\mu_0 \alpha_0^2}}] = [78.2, 5.5, 0.10545728042059] \) from data with varying levels of noise. Here \( \tau_0^* \) is so small that it is advantageous to estimate \( \lambda^* \), a scaled function of \( \tau_0^* \); an estimated value of \( \tau_0^* \) may be computed from an estimation of \( \lambda^* \). We use the data containing the initial signal and the reflections from the air/dielectric interface to refine the initial parameter estimates \( q_0 \) and the data containing the reflections from the acoustic interface to obtain final estimates. We present the results in the following table.
<table>
<thead>
<tr>
<th>Initial estimate $q_0$</th>
<th>Final estimate for data without noise $\tilde{q}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_0 = 1.0q^*$</td>
<td>$78.2, 5.5, 0.10545728042059$</td>
</tr>
<tr>
<td>$q_0 = 0.95q^*$</td>
<td>$78.190631, 5.499999, 0.105462$</td>
</tr>
<tr>
<td>$q_0 = 1.05q^*$</td>
<td>$78.197841, 5.500000, 0.105458$</td>
</tr>
<tr>
<td>$q_0 = 0.9q^*$</td>
<td>$77.128609, 5.499937, 0.107040$</td>
</tr>
<tr>
<td>$q_0 = 1.1q^*$</td>
<td>$70.763992, 5.499504, 0.117540$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Final estimate for data with 1% noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_0 = 0.95q^*$</td>
</tr>
<tr>
<td>$q_0 = 1.05q^*$</td>
</tr>
<tr>
<td>$q_0 = 0.9q^*$</td>
</tr>
<tr>
<td>$q_0 = 1.1q^*$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Final estimate for data with 5% noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_0 = 0.95q^*$</td>
</tr>
<tr>
<td>$q_0 = 1.05q^*$</td>
</tr>
<tr>
<td>$q_0 = 0.9q^*$</td>
</tr>
<tr>
<td>$q_0 = 1.1q^*$</td>
</tr>
</tbody>
</table>

Table 1: Parameter estimation results for $q^* = [\gamma_0^*, \zeta_0^*, \lambda^* = \frac{1}{\delta_0 \omega_0 q^*}] = [78.2, 5.5, 0.10545728042059]$

These results illustrate that it is possible to recover accurate approximations of $\gamma_0^*$, $\zeta_0^*$, and $\lambda^*$ in the presence of noise and with error up to 10% in the initial estimates. A few of the results are unexpected, for instance the ability to approximate the values better in the presence of 5% noise with an initial guess with -10% error than with an initial guess with -5% error. We suspect these anomalies are due to the simplex search nature of the optimization routine.

The results in the tables clearly indicate that we can recover $q^*$ without much error. However it is often illustrative to compare the solutions calculated with the estimates with the solutions calculated with $q^*$. To do this, we plot the absolute value of the error for the solutions computed at the boundary, i.e.,

$$ |E(t_i, 0; \tilde{q}) - E(t_i, 0; q^*)| $$

where $\tilde{q}$ is the final estimate (given in the table). As an example, Figure 5 depicts this error for the estimation problem with 5% noise and an initial guess with -10% error. We see that overall the magnitude of error is small and that, as expected, the most error occurs in approximating the material and acoustic interface reflections.
Figure 5: \(|E(t_i, 0; \bar{q}) - E(t_i, 0; q^*)|\) vs \(t_i\) - Absolute error for the parameter estimation problem with 5% noise and an initial guess with -10% error.

We next consider the estimation of \(q^* = [\kappa_{\gamma}^*, \kappa_{\zeta}^*, \kappa_{\eta}^*]\) = [46.92, 1.65, 1.58139e - 09] from the previous data sets. Since these parameters are the coefficients of pressure, they are irrelevant and undeterminable until the electromagnetic/ acoustic interaction occurs. Thus we include only the second section of data in the cost functional. We present the results below.
<table>
<thead>
<tr>
<th>Initial estimate $q_0$</th>
<th>Final estimate for data without noise $\tilde{q}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_0 = 0.99q^*$</td>
<td>46.450800, 1.633500, 3.16174e-09</td>
</tr>
<tr>
<td>$q_0 = 1.01q^*$</td>
<td>46.92, 1.65, 1.58114e-09</td>
</tr>
<tr>
<td>$q_0 = 0.99q^*$</td>
<td>44.574000, 1.567500, 5.52700e-09</td>
</tr>
<tr>
<td>$q_0 = 1.05q^*$</td>
<td>49.266000, 1.732500, 0</td>
</tr>
<tr>
<td>$q_0 = 0.9q^*$</td>
<td>42.228000, 1.485000, 0</td>
</tr>
<tr>
<td>$q_0 = 1.1q^*$</td>
<td>51.612000, 1.815000, 0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Final estimate for data with 1% noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_0 = 0.99q^*$</td>
</tr>
<tr>
<td>$q_0 = 1.01q^*$</td>
</tr>
<tr>
<td>$q_0 = 0.99q^*$</td>
</tr>
<tr>
<td>$q_0 = 1.05q^*$</td>
</tr>
<tr>
<td>$q_0 = 0.9q^*$</td>
</tr>
<tr>
<td>$q_0 = 1.1q^*$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Final estimate for data with 5% noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_0 = 0.99q^*$</td>
</tr>
<tr>
<td>$q_0 = 1.01q^*$</td>
</tr>
<tr>
<td>$q_0 = 0.99q^*$</td>
</tr>
<tr>
<td>$q_0 = 1.05q^*$</td>
</tr>
<tr>
<td>$q_0 = 0.9q^*$</td>
</tr>
<tr>
<td>$q_0 = 1.1q^*$</td>
</tr>
</tbody>
</table>

**Table 2:** Parameter estimation results for $q^* = [\kappa_{\gamma}^*, \kappa_{\zeta}^*, \kappa_{\tau}^*] = [46.92, 1.65, 1.581139e - 09]$

We are able to obtain reasonable estimates for the parameters, especially $\kappa_{\zeta}^*$ and $\kappa_{\tau}^*$. We have difficulty estimating the value of $\kappa_{\gamma}^*$, most likely because the value is small. In general, the estimation error increases with the error in the initial guess. However, increasing the noise level in the data does not significantly effect the estimation accuracy.

We note that we obtain better estimates for the mean values ($\gamma_0^*, \zeta_0^*$, and $\tau_0^*$) than for the pressure coefficients ($\kappa_{\gamma}^*, \kappa_{\zeta}^*$, and $\kappa_{\tau}^*$). This is understandable, as the mean values are more influential in the system dynamics. They are also more important in identifying and characterizing the material.

In an electromagnetic interrogation parameter estimation problem, an estimate is sufficient if it can be used to classify the material. We consider the results for estimating $q^* = [\kappa_{\gamma}^*, \kappa_{\zeta}^*, \kappa_{\tau}^*] = [46.92, 1.65, 1.581139e - 09]$ using data with 5% relative normal noise and an initial guess with -10% error. After solving the parameter estimation problem, we obtain the result $\tilde{q} = [42.228000, 1.485000, 6.02759e - 09]$. If parameter values within the hypothet-
ical range, $40 < \kappa_\gamma < 50$, $1.4 < \kappa_\zeta < 1.8$, and $1e - 09 < \kappa_r < 9e - 09$ are characteristic of the material under interrogation, we are successful in our attempt to solve the estimation problem. On the other hand, if the characteristic material parameters fall within the (hypothetical) range $45 < \kappa_\gamma < 47$, $1.6 < \kappa_\zeta < 1.7$, and $1e - 09 < \kappa_r < 2e - 09$, we are unable to characterize the material with our estimates and our attempt is unsuccessful. Ranges of these parameter values for different materials have not been experimentally determined, so we have no concrete measure as yet to assess our ability to solve the problem.

5 Concluding remarks

We have presented theoretical and computational results for a new class of inverse problems arising in nondestructive interrogation of materials. Our focus is on reflections from acoustic pressure waves that are moving through dielectric material targets. A detailed atomic based model for acoustic-dependence of dielectric parameters in a Debye material was given and this was incorporated into a theoretical framework for both forward solutions and least squares parameter estimation.

Computational findings suggest that primary parameters (relaxation, static permittivity, etc.) will be readily identifiable while aspects of the nonlinear dependence on pressure (first order coefficients) may be ascertained if appropriate data is available.

Our efforts on this methodology are continuing. An experimental device (similar to that depicted in Figure 7.1 of [4]) is currently under construction. Data from this device will be used to test and validate the methods developed in this paper.
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